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Abstract

In this work we investigate how the introduction of the Verified Purchase (VP) badge on Amazon.com affected both the review helpfulness and the product ratings. We first conduct a propensity score matching study and find that all else equal, camera reviews are on average ranked 7 positions higher than non-VP reviews, while book VP reviews are on average ranked 11 positions higher than non-VP reviews. Next, we use a natural experiment setting to identify whether the entry of the VP feature had an effect on the (1) overall review helpfulness (both VP and non-VP reviews), and (2) average product rating. Our results show that the introduction of VP caused an increase in review helpfulness of 7.7% for books, and 1.7% for electronics. Furthermore, it caused on average an increase of 20 and 18 positions in the ranks on book and electronic products respectively.
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Introduction

In the past twenty years, the Internet boom has paved the way for the development and rapid growth of electronic marketplaces such as Amazon.com, Zappos.com, ebay.com, and Newegg.com. Amazon.com, stands out as the leading electronic market in the US, and one of the most valuable brands worldwide, with more than $74.45 billion in 2013 net sales and a total of 237 million active customer accounts.

In order to increase the efficiency of their marketplace, these platforms have developed reputation systems that are based on user-submitted product ratings and reviews. These reputation systems have grown to become the main source of information for interested consumers by partially reducing various information asymmetries (Akerlof 1970). Even further, previous research has repeatedly verified the strong economic impact of product ratings and reviews on the marketplace (Archak et al. 2011; Chevalier and Mayzlin 2006; Ghose and Ipeirotis 2011; Li and Hitt 2008). Because of the strong impact of these reputation systems electronic marketplaces have developed mechanisms to identify the most important/high-quality reviews for the consumers. The most commonly used mechanism is peer reviewing, with customers giving helpful votes to reviews in order to signal their quality. The marketplace then incorporates this information into a ranking system that highlights the most helpful reviews.

While helpful votes have been established as the standard way to evaluate reviews and reviewers, marketplaces have experimented with additional features that are meant to serve as proxies of a reviewer’s credibility. A characteristic example of such a feature is the introduction of the “Verified Purchase” (VP) badge on Amazon.com. This VP badge appears only next to the reviews of users who have bought the reviewed product from Amazon.com (see Figure 1). On par with Amazon.com, other marketplaces such as Expedia.com and Orbitz.com have since introduced similar badges (“expedia guests” and “verified customers” respectively). The premise of the VP badge is simple: customers who have bought and have first-hand experience with a product are in a better position to evaluate its true quality. Therefore, their reviews are more likely to be objective and be trusted by potential buyers.

Despite the fact that this feature has been in place for a while (Amazon introduced the VP badge in 2009), its effect on the marketplace reputation ecosystem has yet to be documented. Our work is the first to address this task, which we approach from two different vantage points. First, we study whether VP reviews are perceived as more helpful than non-VP ones. We start by collecting Amazon reviews for two types of products: books and electronics. We then analyze this data and extract textual and non-textual features that have been shown in the past to be correlated with review helpfulness. Based on these features, we build a propensity score model for estimating the probability of a review to be VP, and based on this model, we create a matching sample of VP and non-VP reviews. Our results show a strong and positive effect on review helpfulness: all else equal, camera VP reviews are ranked on average 7 positions higher than non-VP reviews, while book VP reviews are ranked on average 11 positions higher than non-VP reviews.

The second part of our study examines the effect of the VP badge on the (1) helpfulness of both VP and non-VP reviews and (2) product rating. Our goal is to identify a causal relationship between the introduction of the VP badge and these two dimensions of reputation. To do so, we exploit a natural experiment setting enabled by the global dimension of Amazon. In 2009, Amazon introduced the VP badge only on its US website. The feature was not introduced to the UK platform (Amazon.co.uk) until 2 years later. In addition to having overlapping product inventories, the two websites use the same product codes for their common products. This allows us to perform a diff-in-diff study on the effect of the VP entry on both the overall review helpfulness and the product rating (i.e., same product, before and after the VP entry in the US, in both markets US and UK). Our results show that the introduction of VP caused an increase in review helpfulness of 7.7% for books, and an increase of 1.7% for electronics, independent of whether or not these reviews carried the VP badge. Furthermore, it caused on average an increase of 20 positions in the ranks on book products, and an increase of 18 positions in the ranks for electronics.

---

1 http://www.statista.com/topics/846/amazon/
Our work contributes to the extended literature on online reviews and reputation systems in electronic markets by establishing (1) a positive link between the disclosure of purchase information and the perceived helpfulness of reviews and (2) a product-type dependent link between disclosing purchase information and the overall product rating. The revealing of these relationships provides very important design insights for new (or current) electronic marketplaces. Finally, our study contributes on the methodological frontier, by drawing on multiple disciplines and combining ideas and algorithms from machine learning, text mining, sentiment analysis, social sciences and econometrics.

Background

Electronic word of mouth has been studied from multiple vantage points in the past fifteen years. In this section, we discuss the importance of reputation systems and online reviews in the electronic marketplace ecosystem, while we further connect previous works with our study and highlight our contributions. We provide the necessary background for our study by drawing from four main streams of related research: reputation mechanisms and their importance, the economic impact of product reviews, the trustfulness and manipulation of reviews, and finally, the characteristics and the importance of review helpfulness.

Reputation Mechanisms

Our main goal is to estimate how the disclosure of purchasing information affects the reputation ecosystem of an electronic marketplace. A long line of previous work has established the multidimensional importance of reputation mechanisms in these marketplaces. In particular, researchers have found that reputation mechanisms in electronic markets (1) resolve various information asymmetries (Dellarocas 2003; Dellarocas 2006; Kokkodis and Ipeirotis 2015) and (2) improve transaction efficacy (Bakos and Dellarocas 2011; Bolton et al. 2004). Furthermore, other studies found that (1) negative ratings are far more influential and detrimental than positive ones (Chevalier and Mayzlin 2006; Standifird 2001), (2) reputable sellers create an increase in willingness to pay (Resnick et al. 2006), and (3) reputation scores appear to form J-shaped distributions (Hu et al. 2009). Finally, researches showed a U-shaped relationship between reviewers’ posting propensity and their expected product quality (Ho et al. 2014). These findings set the background of our work, and they underline the importance of reputation mechanisms towards increasing efficiency of electronic marketplaces. Our work extends this literature by studying how the introduction of a unique characteristic (VP badge) has affected the complete reputation system (review helpfulness and product ratings) on the largest online market, Amazon.com.

Economic Impact of Online Reviews

On par with the long line of research on reputation systems, a lot of work has focused on the economic impact of online reviews in electronic markets. Specifically, previous works have established that (1) an improvement in ratings leads to an increase in sales (Chevalier and Mayzlin 2006; Chintagunta et al. 2010; Zhou and Duan 2010), (2) both external and internal reviewing platforms have a strong effect on sales (Gu et al. 2012; Lu et al. 2013) and (3) that the impact of reviews on sales decreases with time (Hu et al. 2008). Even further, researchers have proven the relationship of various online review characteristics and (1) the upstream competition between firms (Kwark et al. 2014), (2) different marketing strategies for engaging early product adopters (Li and Hitt 2008) and (3) product growth (Clemons et al. 2006). Finally, a stream of work has focused on building models to predict/explain product sales (Archak et al. 2011; Dellarocas et al. 2007; Ho et al. 2014; Zhang et al. 2010). Given this strong economic impact of online reviews and product ratings, understanding the interplay between different characteristics and the reviewing ecosystem becomes crucial. Our study contributes towards that direction, by studying how the introduction of a new feature affects both the perceived helpfulness of a review but also the review product rating.
**Trustfulness and Fraud detection**

Since the treatment we examine in this work (i.e., the introduction of the verified purchase badge discussed at the end of this section) is strictly associated with the perceived trustfulness of a review, we briefly mention here previous research on review believability for completeness. A line of work focuses on building models that estimate the review trustfulness (Hu et al. 2006; Kokkodis 2012). Next, researchers have observed that (1) identity-relevant reviewer information (Forman et al. 2008), (2) argument quality (Cheung et al. 2012) and (3) reviewers’ popularity (Goes et al. 2014) increase review believability. Finally, a previous paper by (Hu et al. 2011) has shown the existence of a monotonically decreasing relationship between the manipulation of reviews and the product’s true quality.

**Review Helpfulness**

Disclosing purchase information can be seen as a review characteristic that might have a direct impact of the perceived helpfulness. As a result, our work relates to a series of previous studies that focused on extrapolating relationships between various review features and the perceived review helpfulness. From a marketplace perspective, having helpful reviews increases the platform’s welfare by facilitating product selection. Throughout the years, academics have established links between the review helpfulness and the (1) review length (Kim et al. 2006; Wu et al. 2011), (2) review text (Kim et al. 2006; Liu et al. 2008), (3) review believability and objectivity (Ghose and Ipeirotis 2011; Otterbacher 2009), (4) product rating (Danescu-Niculescu-Mizil et al. 2009; Kim et al. 2006; Mudambi and Schuff 2010), (5) reviewer’s history (Ghose and Ipeirotis 2011; Liu et al. 2008), (6) reviewer’s identity and social network (Lu et al. 2010), (7) product type (Mudambi and Schuff 2010), (8) emotions (anxiety/anger) (Yin et al. 2014) and (9) readability (Ghose and Ipeirotis 2011; Wu et al. 2011). One step further, researchers have proposed algorithms for identifying a comprehensive and diversified set of reviews (Lappas and Gunopulos 2010; Tsaparas et al. 2011). Our study extends the previous works on helpfulness by examining its relationship with the disclosure of purchase information. Even further, we use this long line of research as a guideline for selecting our set of control variables. We discuss this in more detail in the later sections.

**Contribution of our work**

Our work extends the current literature on online reviews and reputation systems in electronic markets in the following ways: First, we find a positive relationship between the disclosure of purchase information and the perceived helpfulness of a review. Second, by exploiting a natural experiment setting, we establish the existence of a positive link between revealing purchase information and the overall review helpfulness of the platform. Third, we find a product-type dependent relationship between disclosing purchase information and the overall product rating. Furthermore, given the established importance of review helpfulness and product ratings and their associations with market efficiency and product sales, our study reveals important design insights for new (or current) electronic marketplaces. Finally, from a methodological perspective, our study provides a technically solid framework for combining methodologies from machine learning text mining and sentiment analysis, to social sciences and econometrics.

*Figure 1: Example of a VP Amazon.com review header*
The Introduction of Verified Purchases

In September 2009, Amazon.com introduced the “verified purchase” feature. Taken from the Amazon.com announcement: "When a product review is marked "Amazon Verified Purchase," it means that the customer who wrote the review purchased the item at Amazon.com [...] Customers reading an Amazon Verified Purchase review can use this information to help them decide which reviews are most helpful in their purchasing decisions."

The announcement makes it clear that Amazon expects the introduction of this feature to boost the review helpfulness within its marketplace. In Figure 1 we show the header of a VP review. This review has the Verified Purchase (VP) badge, along with other reviewer badges such as “Hall of Fame” and “Top 10 Reviewer”. To the contrary, in Figure 2, we show a review that does not have the VP badge.

As we mentioned in the introduction, the focus of this study is twofold. First, we are interested whether reviews that carry the VP badge are all else equal more helpful than reviews that do not carry the VP badge. Second, we want to understand how the entry of the VP feature affects the overall helpfulness of the entire population of reviews as well as the overall product rating. We discuss these questions next.

Are VP Reviews More Helpful than non-VP?

In this section, we focus on studying whether verified reviews are more helpful than the non-verified ones. Specifically, we conduct a propensity score matching study (Austin 2011) that controls for a series of confounding factors that have been found in the past to be associated with review helpfulness. We define helpfulness – in accordance with a series of previous studies (Danescu-Niculescu-Mizil et al. 2009; Ghose and Ipeirotis 2011; Kim et al. 2006) – as the ratio between helpful votes and the number of total votes:

\[
\text{helpfulness} = \frac{\text{helpful votes}}{\text{total votes}}
\]

In the rest of this section we describe our methodology and the datasets that we used, followed by our findings.

---

2 http://goo.gl/kmmahj
3 http://goo.gl/5L8H5Q


Data

To perform our empirical analysis, we collect reviews from Amazon.com, for two product categories: Books and Electronics. Books are experience products (Bei et al. 2004; Nelson 1970), i.e., the true quality of a book is highly subjective and is revealed to its buyer post-purchase. On the other hand electronics have standard technical characteristics that can be reviewed/criticized objectively and according to the market benchmarks. Because of the very different characteristics of these two product categories, we expect the introduction of the VP-badge to have category-dependent effect on review helpfulness.

Our electronics dataset consists of a total of 190,000 reviews on 3037 products, while our books dataset consists of 183,000 reviews on 3762 books. These datasets are considerably larger than those used in most of the previous related studies, e.g., (Ghose and Ipeirotis 2011; Mudambi and Schuff 2010). To create these datasets we scraped product codes from Amazon.com searchers on “books” and “electronics”, and then visited each product page to collect the posted reviews. Our final set of reviews spans eighteen years (since 1998).

In Table 1 we present additional statistics about these two datasets, including information about the helpfulness and the number of VP reviews. One interesting observation is that the number of verified reviews in electronics is significantly larger than the respective number in books. The reason is that the technological evolution in electronics (electronics) is high paced: electronics that are cutting edge today usually become obsolete in two or three years. As a result, our crawling task collects relatively new reviews on electronics (i.e., when the VP badge was already in place). On the other hand, popular books tend to remain popular for much longer periods of time. Hence many of the collected book reviews were posted long before the VP introduction.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>AVG(Helpfulness)</th>
<th>St. Dev.</th>
<th># VP reviews</th>
<th># reviews</th>
<th># Products</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electronics</td>
<td>0.862</td>
<td>0.285</td>
<td>139530</td>
<td>190,020</td>
<td>3037</td>
</tr>
<tr>
<td>Books</td>
<td>0.816</td>
<td>0.283</td>
<td>69659</td>
<td>183585</td>
<td>3762</td>
</tr>
</tbody>
</table>

Finally, in addition to these two datasets, we further used a separate set of 40,000 reviews (20,000 with product rating 5 and 20,000 with product rating 1) across both books and electronic products as a training set to build our sentiment analysis models (described in the next subsection). We will refer to this dataset as the “sentiment” dataset.

Methodology

To study the effect of the VP badge on review helpfulness, we perform a propensity score matching (PSM) study. Propensity score techniques provide us with the tools to design and analyze an observational study that mimics some of the particular characteristics of a randomized trial. In short, propensity score studies reduce or eliminate the effect of confounding variables in the presence of observational data. Multiple previous works have used propensity score methods to study (1) the distinction between influence-based contagion and homophily-driven diffusion (Aral et al. 2009), (2) the effects of kindergarten retention on children’s social-emotional development (Hong and Yu 2008), (3) the effectiveness of alcoholics anonymous (Ye and Kaskutas 2009), and (4) the effects of small school size on mathematics achievement (Wyse et al. 2008).

The input to PSM consists of a population of individuals with various attributes, a treatment that is associated with a subset of the population, and a selected attribute of interest \( \alpha \). First, a logistic regression is performed to estimate the probability that each member of the population is treated. This

---

4 The datasets (and the code – Python and Java) used in this study can be made available for research purposes. Please contact the authors if interested.
probability is referred to as the member’s propensity score. The treatment serves as the (binary) dependent variable for the regression, while the vector of covariates Z includes all of the population’s attributes except $\alpha^*$. Formally:

$$Pr(\text{treated} | Z_i) = Pr(VP_i = 1 | Z_i) = \frac{\exp (Z_i)}{1 + \exp (Z_i)}$$

The computed probabilities are then used to create pairs of treated and untreated individuals (Aral et al. 2009): a treated individual $i$ is matched with an untreated individual $j$ if:

$$\min |Pr(i = \text{Treated} | Z_i) - Pr(j = \text{Treated} | Z_j)| < 2\sigma_d,$$

where $d = Pr(i = \text{Treated} | Z_i) - Pr(j = \text{Treated} | Z_j)$. The $\alpha^*$ values of the two individuals in a pair can then be confidently compared without concern for the effects of the attributes in Z. In our context, the attribute of interest $\alpha^*$ is the helpfulness of the review, while the treatment is whether or not the review carries the VP badge. We describe the vector of covariates Z next.

**Feature Vector Z**

Our feature vector $Z$ includes attributes that have been found in the past to be correlated with review helpfulness. In particular, we start by extracting information from the review text. We create a feature vector of unigrams (Manning and Schütze 1999), which have been previously found to be closely associated with the helpfulness of a review (Kim et al. 2006). The unigram vectors for books and electronics consist of 1000 word-features each. Examples of word-features include “addition”, “appreciate”, “brilliant”, etc.

Beyond the actual text, the product rating of the review has also been found to be correlated with the perceived helpfulness of the review (Kim et al. 2006; Mudambi and Schuff 2010). Specifically, prior research showed that review extremity in combination with the product type has a strong effect on perceived helpfulness (Mudambi and Schuff 2010). To control for review extremity, we include in our feature vector $Z$ the actual product rating of the review (1 to 5 star rating).

Furthermore, the sentiment of the review has been proven to be correlated with its helpfulness (Ghose and Ipeirotis 2011). To include information about the sentiment of each review, we build probabilistic models that estimate the probability of a review to be of positive sentiment – similar to (Pang and Lee 2008). In particular, we use the sentiment dataset described before as training set and build three different probabilistic models: a language model, a naïve Bayes, and a logistic regression model. The selection of these models is not random, since all of them have been shown to perform extremely well in text classification tasks (Ifrim et al. 2008; Manning and Schütze 1999; McCallum and Nigam 1998)

For all three models we run a ten-folded cross validation on the training set. We present the results in Table 2. The Naïve Bayes (NB) classifier performs with an Accuracy of 84.7%, and with an AUC score of 0.928. Since the training set is balanced across positive and negative instances, these values represent great performance. Our language model, which we implemented by using the Lingpipe library in Java, shows an improved performance over the NB approach (with an accuracy of 0.86 and AUC of 0.92). Finally, the performance of our logistic regression model significantly outperforms both the NB and the language model approaches, in both evaluation metrics. As a result, we choose to use the logistic regression model to estimate the probability of a review to have positive sentiment. In particular, we build the logistic model on the “sentiment” dataset, and use it to estimate the probably of a review to have positive sentiment on each instance of our electronics and books datasets.

---

Finally, for additional control variables, we further include the total number of votes of the review, as well as personal information about the reviewer (i.e., whether or not the reviewer has an Amazon profile, and whether or not the reviewer has any badges\(^6\), similar to (Ghose and Ipeirotis 2011)). The final version of vector \(Z\) includes 1008 variables. By controlling for all these confounding factors we achieve the isolation of the effect of carrying the VP badge on the perceived helpfulness.

**Findings**

The ten-folded cross-validation results of our propensity score logistic regression are shown in Table 3. We are mostly interested in the AUC values, which represent the probability of correctly ranking a positive instance (i.e., a VP review) over a negative one (i.e., a non-VP review) (Provost and Fawcett 2001). From the table, we see that these values are 78.9\% for electronics, and 81.5\% for books, signifying a very good performance of our model for predicting whether or not a review has been treated.

After matching treated with non-treated reviews with similar propensity scores (according to Equation 1) we end up with 86,280 matched book reviews, and 76,012 matched camera reviews. In Figure 3, we show the distribution of helpfulness for the two types of products in our study, for the treated and the non-treated instances in our matching samples. We observe that, in both graphs, the treated distributions are significantly skewed to the right (higher helpfulness values) compared to the not treated ones. These graphs are the first observable evidence that consumers perceive VP reviews as more helpful than the non-VP ones.

\(^6\) http://goo.gl/cxoIRQ

<table>
<thead>
<tr>
<th>Table 2: Sentiment Analysis Classifiers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>Naive Bayes</td>
</tr>
<tr>
<td>Language Model</td>
</tr>
<tr>
<td>Logistic Regression</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3: Logistic Regression 10-fold cross validation Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>Electronics</td>
</tr>
<tr>
<td>Books</td>
</tr>
</tbody>
</table>
To get a better picture of the effect, we further compute the difference in terms of helpfulness between each matched pair. The distributions of the differences are shown in Figure 4. We observe that the right side of the distributions (positive difference) contains a larger probability mass than the left side, in both datasets.

Finally, to quantify these observations, we compute the descriptive statistics of these two distributions of differences. We present the results in Table 4. The mean difference between treated and not treated reviews is 0.036 for electronics and 0.056 for books. In other words, on average, all else equal, (1) a VP review in books is expected to be 0.056 more helpful than a non-VP review; (2) a VP review in electronics...
is expected to be 0.036 more helpful than a non VP review. These differences might appear tiny at first, but they represent a boost in the review rankings of 11 and 7 positions respectively!

To check whether these results are significant, we run an one sample t-test, where:

\[ H_0: \mu = 0 \]
\[ H_1: \mu > 0 \]

The zero p-values shown in Table 4 suggest that we should reject the null hypothesis.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Mean</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electronics</td>
<td>0.036</td>
<td>0.000</td>
</tr>
<tr>
<td>Books</td>
<td>0.056</td>
<td>0.000</td>
</tr>
</tbody>
</table>

To conclude, in this section we performed a propensity score matching study to quantify the effect of VP badge on the helpfulness of the review. We found that reviews that carry the verified badge are significantly more helpful than the ones that do not. Next, we focus on quantifying the effect of the VP introduction on the complete reviewing ecosystem (i.e., helpfulness and product ratings).

**The Effect of the VP Entry on the Reviewing Ecosystem**

Our first study showed that VP reviews are all else equal more helpful than non-VP ones. However, the introduction of the Verified Purchase badge could have had an effect on the review population as a whole (i.e., both VP and non-VP reviews). For example, reviewers with intention to create fake reviews might be discouraged by the fact that (1) their reviews might lose credibility when they are non-VP and/or (2) they will have to buy the product and then write the review. In other words, the VP feature could act as an additional barrier for creating low-quality or misleading reviews, and as a result, we would expect to see an overall rise of review helpfulness, independent of whether or not the reviews are VP.

The global expansion of Amazon in combination with the time variability of the VP introduction in different markets creates a natural experiment setting that facilitates the study of our question. As we mentioned earlier, the verified purchase attribute was introduced on Amazon.com (US) on September 18th 2009. During the same period, Amazon.co.uk (the UK version of Amazon) was running without the feature, which introduced later, sometime in March 2012.

Because Amazon uses the same unique product identifiers across its platforms globally (i.e., ASIN ids), we have the ability to study how the set of reviews for the same products evolved in these different platforms, before and after the introduction of VP in the US, and during the same time periods in the UK.

---

7 http://www.amazon.co.uk/forum/top%20reviewers?_encoding=UTF8&cdForum=Fx2AH5S1CY4QEMR&cdThread=Tx2oM1IH9BVFUK7
Data

To perform this study we need a different dataset than the one we used before. Specifically, we need to find products that used to be available in both the UK and the US markets before and after the VP entry in the US (2009). Even then, in order to acquire low-variance estimates of the average helpfulness (D.V. of interest) of a set of product reviews, we will need these products to have a critical mass of reviews in both time periods and in both markets. These requirements are far from trivial for mainly two reasons: very few products that used to be available earlier than 2009 still exist and (2) the distribution of number of reviews written per day is negatively correlated with time, which means that products that were available on Amazon a few years before 2009 would be highly unlikely to have been reviewed after 2009 (see Figure 5). Furthermore, in order to create the two periods of interest (before and after the VP introduction in the US) we consider only reviews written between 2008-01-01 and 2010-12-31.

Because of these peculiarities, and in order to create a big enough dataset of products that meet these requirements, we ran a set of multiple parallel massive crawling tasks on Amazon.com and Amazon.co.uk, which resulted in 7.3 million reviews across 1.7 million products in our two categories, books and electronics. Note also that our crawlers were targeting products that used to be available in 2011 and 2012 in Amazon.com (i.e., closer to our dates of interest)8.

After collecting all these reviews we were able to create a balanced set of 266 electronic products, and a balanced set of 2035 books. These two final datasets include products that have at least three reviews in both time periods and both markets.

Methodology

Similarly to our propensity study, we use findings from earlier studies to build the set of control variables that are associated with review helpfulness. The main difference in this analysis is that we are now interested in the average helpfulness of a set of reviews on the product level. This peculiarity poses restrictions in the use of a bag of words approach (i.e., we should accumulate all the reviews within a product) and as a result we do not include pure review text in our modeling.

8 Part of these set of products was targeted through an older Amazon dataset used in (McAuley and Leskovec 2013).
The set of dependent and independent variables in this study include the average helpfulness, the average product rating, the average sentiment of the reviews within a product (which we estimate as described in the previous section), the average length of the review and the average signed difference between the product rating of a review and the average product rating – which has been found to be correlated with the helpfulness and the product rating of the review (Danescu-Niculescu-Mizil et al. 2009).

As we mentioned before, we split our data into two periods, in order to employ a diff-in-diff analysis. The first period (between 01-01-2008 and 09-18-2009) includes product reviews before the appearance of the Verified Purchase feature, in both the US and the UK marketplaces. The second period (between 09-18-2009 and 12-31-2010) includes reviews after the VP introduction in the US, but before the VP introduction in the UK.

The descriptive statistics of all the variables in our dataset are shown in Table 5. The correlations between all the variables are shown in Figure 6. We observe that there is not a single pair of variables that correlate higher than 50%.

<table>
<thead>
<tr>
<th>Table 5: Summary Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Variable</strong></td>
</tr>
<tr>
<td>---------------</td>
</tr>
<tr>
<td><strong>Books</strong></td>
</tr>
<tr>
<td>AVG(Helpfulness)</td>
</tr>
<tr>
<td>AVG(Product Rating)</td>
</tr>
<tr>
<td>AVG(Signed Diff)</td>
</tr>
<tr>
<td>AVG(Sentiment)</td>
</tr>
<tr>
<td>AVG(Length)</td>
</tr>
<tr>
<td>VP</td>
</tr>
<tr>
<td><strong>Electronics</strong></td>
</tr>
<tr>
<td>AVG(Helpfulness)</td>
</tr>
<tr>
<td>AVG(Product Rating)</td>
</tr>
<tr>
<td>AVG(Signed Diff)</td>
</tr>
<tr>
<td>AVG(Sentiment)</td>
</tr>
<tr>
<td>AVG(Length)</td>
</tr>
<tr>
<td>VP</td>
</tr>
</tbody>
</table>
The effect of the introduction of VP on the overall review helpfulness

To study the effect of the introduction of the Verified Purchase feature on the average review (VP and Non-VP) helpfulness we estimate the following model:

\[
\log(\text{avg}(\text{helpfulness})) = A_p + B_m + C_t + \beta_1 \cdot \text{avg(productRating)} + \beta_2 \cdot \text{avg(signedDiff)} + \\
+ \beta_3 \cdot \text{avg(sentiment)} + \beta_4 \cdot \text{avg(length)} + \gamma \cdot VP_{mt} + \epsilon_{mt}
\]

In this model, \(A_p\) and \(B_m\) represent the fixed effects of the products, markets (US, UK) and time (for every year in our study). The coefficient of interest, \(\gamma\), is the difference-in-difference estimate of the effect of the VP entry on helpfulness. If \(\gamma > 0\), then the introduction of VP caused a positive effect on the average helpfulness of reviews, independent of whether or not the reviewer has bought the product from Amazon (VP vs. non-VP reviews).

In Table 6 we show the results of our fixed effects (FE) models for books and electronics. The variable of interest is the entry of verified purchase on Amazon.com (VP). We observe that in both product types, the coefficient of VP is positive and significant. In books, the entry of VP caused a 7.7\% increase on helpfulness across all reviews (verified and non-verified ones), while in electronics it caused an increase of 1.7\%.

The R-squared values of our models range between 0.06 and 0.1 across the two product categories. These R-squared values are for the “within” (differenced) fixed effect estimators that estimate this regression by differencing out the average values across products. The R-squared reported is obtained by only fitting a mean deviated model where we assume the effects of the groups to be fixed quantities. As a result, all of the group effects are simply subtracted out of the model and no attempt is made to quantify their overall effect on the fit of the model. Hence, the calculated R-squared values do not take into account the explanatory power of the fixed effects. This is also consistent with the work of (Ghose and Ipeirotis 2011) on review helpfulness.

Figure 6: The correlograms for our set of variables, for books (left) and electronics (right). Negative correlations are formed counter-clockwise and with a red hue.
Correctness of our Model Specification

To verify the correctness of our model specification, we run a series of tests. In particular, in order to check whether a random effects model should be estimated, we perform the Hausman test (Greene 2008): we assume that the null hypothesis is that the preferred model is a random effects model – in practice we test whether the errors are correlated with the regressors. Our test rejects the null hypothesis with p-value of 0.000 in books, and with p-value of 0.002 in electronics. Hence our fixed effects specification is the most appropriate.

Next, we test for serial correlation – errors that are correlated between the two time periods we consider. To do so, we perform the Breusch-Godfrey/Wooldridge test for serial correlation in panel models. In both our datasets we reject the null (i.e., no serial correlation) with p-values = 0.000.

Finally we test for heteroskedasticity. In particular, we use the Breusch-Pagan test (Greene 2008) and we set the null hypothesis to be the existence of homoscedasticity in our model. We reject the null hypothesis, for both datasets, with p-values=0.000. This indicates that heteroskedasticity exists in our specification. In order to control for this heteroskedasticity, we perform robust covariance matrix estimation. In particular, we use the Arellano estimator, which is usually recommended for fixed effects models (Arellano 1987). In Table 7 we show the resulting coefficients.

We observe that after controlling for heteroskedasticity, our coefficient of interest (VP) has p-value = 0.055 in electronics, and a p-value = 0 in books.

Endogeneity concerns In this study, we interpreted the results of our specification as if the introduction of VP in the US was exogenous to the review helpfulness. We believe that concerns of endogeneity existence are limited. It is highly unlikely and counterintuitive that Amazon identified an increasing trend in terms of helpfulness, and because of that decided to introduce the VP feature. Hence, we argue that the VP entry was exogenous and it was not driven by changes in helpfulness.

<table>
<thead>
<tr>
<th>Table 6: Effect of VP entry on Books and Electronics.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Significance codes: “<em><strong>” 0.001, “</strong>” 0.01, “</em>” 0.05, “.” 0.1</td>
</tr>
<tr>
<td>Books</td>
</tr>
<tr>
<td>DV: Log(AVG(Helpfulness)) FE</td>
</tr>
<tr>
<td>AVG(Product Rating)</td>
</tr>
<tr>
<td>AVG(Signed Diff)</td>
</tr>
<tr>
<td>AVG(Sentiment)</td>
</tr>
<tr>
<td>AVG(Length)</td>
</tr>
<tr>
<td>VP</td>
</tr>
<tr>
<td>Observations</td>
</tr>
<tr>
<td>R-squared</td>
</tr>
</tbody>
</table>
The effect of the introduction of VP on the product rating

Here we will use the same dataset with before to study whether the introduction of the VP badge caused any effect on the overall product ratings. Our specification now becomes:

$$\log(\text{avg(productRating)}) = A_p + B_m + C_t + \beta_1.\text{avg(averageHelpfulness)} + \beta_2.\text{avg(signedDiff)}$$

$$+ \beta_3.\text{avg(sentiment)} + \beta_4.\text{avg(length)} + \gamma.\text{VP}_{mt} + e_{pt}$$

<table>
<thead>
<tr>
<th>Table 8: Effect of VP entry on Product Ratings.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Significance codes: “<em><strong>” 0.001, “</strong>” 0.01, “</em>” 0.05, “.” 0.1</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>-------------------------------</td>
</tr>
<tr>
<td>DV: Log(AVG(Product Rating))</td>
</tr>
<tr>
<td>AVG(Helpfulness)</td>
</tr>
<tr>
<td>AVG(Signed Diff)</td>
</tr>
<tr>
<td>AVG(Sentiment)</td>
</tr>
<tr>
<td>AVG(Length)</td>
</tr>
<tr>
<td>VP</td>
</tr>
<tr>
<td>Observations</td>
</tr>
<tr>
<td>R-squared</td>
</tr>
</tbody>
</table>

In this specification, if $\gamma > 0$, then the introduction of VP caused a positive effect on the average product rating, otherwise it caused a negative effect.

In Table 8 we show the results of our fixed effects (FE) models for books and electronics. The variable of interest is the entry of verified purchase on Amazon.com (VP). We observe that the introduction of VP caused a 0.5% increase on the product rating of books, and a 0.6% increase on the product rating of...
electronics. These effects appear almost trivial in magnitude, however they represent on average an increase/decrease of 20 positions in the ranks for books and 18 positions for electronics.

Assuming that the introduction of the VP badge increased the objectiveness of the reputation ecosystem of Amazon.com, we can argue that overall, before the VP badge reviewers have been rating both books and electronics had a negative bias.

<table>
<thead>
<tr>
<th>Table 9: Arrelano Estimator Coefficients.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Significance codes: &quot;<em><strong>&quot; 0.001, &quot;</strong>&quot; 0.01, &quot;</em>&quot; 0.05, &quot;.&quot; 0.1</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Books</td>
</tr>
<tr>
<td>FE</td>
</tr>
<tr>
<td>AVG(Helpfulness)</td>
</tr>
<tr>
<td>AVG(Signed Diff)</td>
</tr>
<tr>
<td>AVG(Sentiment)</td>
</tr>
<tr>
<td>AVG(Length)</td>
</tr>
<tr>
<td>VP</td>
</tr>
</tbody>
</table>

**Correctness of our Model Specification**

Similar to our analysis before, we run a series of robustness checks. We start by checking whether a random effects model should be estimated. Our test rejects the null hypothesis with p-value of 0.000 in both categories, books and electronics. Hence our fixed effects specification is the most appropriate.

Next, we test for serial correlation – errors that are correlated between the two time periods we consider. To do so, we perform the Breusch-Godfrey/Wooldridge test for serial correlation in panel models. In both our datasets we reject the null (i.e., no serial correlation) with p-values = 0.000.

Finally we test for heteroskedasticity. In particular, we use the Breusch-Pagan test (Greene 2008) and we set the null hypothesis to be the existence of homoscedasticity in our model. We reject the null hypothesis, for both datasets, with p-values=0.000. This indicates that heteroskedasticity exists in our specification. Similar to our previous section, we use the Arellano estimator. In Table 9 we show the resulting coefficients, which are almost identical with the ones we showed in Table 8.

---

9 We compute the position increase by estimating the effect on the average review score:

\[ \text{Positions Increase} = \frac{\text{avg(Product Rating)} \times \text{coefficient}}{\text{avg(rate difference in ranks)}} \]
Conclusions, Implications and Future Directions

In this work, we studied how the introduction of the Verified Purchase (VP) feature affected both the review helpfulness and the product ratings on the Amazon platform. We first conducted a propensity score matching study and found that all else equal, camera reviews are on average ranked 7 positions higher than non-VP reviews, while book VP reviews are on average ranked 11 positions higher than non-VP reviews. Next, we used a natural experiment setting to study whether the entry of the VP feature had an effect on the review helpfulness of both VP and non-VP reviews, as well as on the average product rating. Our results showed that the introduction of the VP badge facilitated an increase in helpfulness of 7.7% and an increase on product ratings of 20 positions in the ranks in books, and an increase in helpfulness of 1.6% and of 24 positions in the product ranks in electronics.

One limitation of our second study is that we did not include the actual review text in our models that estimate helpfulness. We believe that a text analysis and in particular understanding whether the VP introduction changed the way that people write reviews is a very interesting and hard to tackle question, which we intend to address in the future. Furthermore, due to space limitations, we did not include any falsification tests to establish the robustness of the causal link between the introduction of VP and our two dependent variables – we intend to perform these checks in the future. Regardless of these limitations, we believe that our study, even at its current form provides evidence that the VP entry had a significant effect on both the review helpfulness and the product ratings.

In this study we did not focus on understanding whether or not the introduction of the VP badge had any effect on product sales. This is not possible since that there is no panel dataset on sales that goes back to and before 2009. However, and given the verified link between product ratings and sales (Chevalier and Mayzlin 2006) we would expect that the VP badge introduction would have an indirect effect (through product ratings) on sales. Since we are not able to verify this, we will not discuss it further.

Finally, our work has a strong managerial implication for electronic markets similar to Amazon.com: we have established the existence of a causal link between disclosing purchase information and (1) the perceived helpfulness of the reviews and (2) the overall product rating. The overall positive effect on helpfulness should encourage platform managers to introduce badges similar to the VP, however the controversial (positive/negative) effect on the product rating should guide managers to run randomized trials on their platforms and focus on the effect of the badge introduction on sales.
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